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Gradient coil temperature is an important concern in the design and construction of MRI scanners. Clo-
sely spaced gradient coil windings cause temperature hot spots within the system as a result of Ohmic
heating associated with large current being driven through resistive material, and can strongly affect
the performance of the coils. In this paper, a model is presented for predicting the spatial temperature
distribution of a gradient coil, including the location and extent of temperature hot spots. Subsequently,
a method is described for designing gradient coils with improved temperature distributions and reduced
hot spot temperatures. Maximum temperature represents a non-linear constraint and a relaxed fixed
point iteration routine is proposed to adjust coil windings iteratively to minimise this coil feature. Several
examples are considered that assume different thermal material properties and cooling mechanisms for
the gradient system. Coil winding solutions are obtained for all cases considered that display a consider-
able drop in hot spot temperature ð> 20%Þ when compared to standard minimum power gradient coils
with equivalent gradient homogeneity, efficiency and inductance. The method is semi-analytical in nat-
ure and can be adapted easily to consider other non-linear constraints in the design of gradient coils or
similar systems.

Crown Copyright � 2009 Published by Elsevier Inc. All rights reserved.
1. Introduction

The design of gradient coils is an inverse optimisation problem
in which either coil current magnitudes, coil winding positions or
current density modes are obtained subject to some desired mag-
netic field being induced within the imaging volume. One well
established design method is that of Turner [1], in which a Fou-
rier–Bessel expansion is used to describe the magnetic field and
Fourier Transforms are used to find the appropriate current density
solution. The over-determined nature of the problem demands that
an additional feature of the coil be minimised along with the target
field error, following a Lagrange multiplier argument, and common
choices include inductance [2] and power [3]. The current density
solution may be related to a streamfunction and contours taken to
yield discrete coil windings (see also, [4]).

Fourier Transforms have the undesirable feature of operating on
an infinite spatial domain and hence the target field method de-
mands apodising functions to yield sensible coil windings. Carlson
et al. [5] instead propose a Fourier series representation of the cur-
rent density to address the finite nature of the coil, and coil length
is constrained explicitly using a Turner-style target field method
by Chronik and Rutt [6]. Forbes and Crozier [7] obtain a finite length
coil without approximation by combining a Fourier series expansion
009 Published by Elsevier Inc. All r
with Tikhonov regularisation to solve an ill-conditioned integral
equation (see for example, [8, p. 307]). A further extension to this
method is given by While et al. [9] who explore the extra degree of
freedom available to the current density in 3D solution space.

High image resolution demands strong field gradients and
hence high coil currents. However, due to the resistive properties
of the coil material this results in local Joule heating, which is a
considerable concern in the operation of gradient coils and can
lead to image distortion or damage to the coils. Typically, cooling
pipes carrying water are included in the gradient system to ensure
coil temperature remains below an acceptable level (see for exam-
ple, [10–12]).

Average coil temperature is modelled as a function of time by
Chu and Rutt [13], who compare predictions to the experimental
results of five coils. Their model includes Ohmic heating, radial
conductive, convective and radiative cooling, and predicts a stea-
dy-state temperature reached via an inverse exponential function
of time. The model of Chu and Rutt [13] is extended in the present
paper by considering the important transfer mechanisms of axial
and azimuthal conduction of heat through the copper layer of
the coil. The steady-state solution allows local temperature varia-
tions to be predicted, rather than simply the average temperature
of the entire coil, apparently for the first time. Many material prop-
erties of the coil can be varied and different cooling mechanisms
can be considered such as convective air, forced air and forced
water cooling. A common feature of the temperature distributions
ights reserved.
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Fig. 1. The model used to describe a gradient coil comprising of a thin cylindrical
copper sheet embedded in an insulating former. The copper sheet carries a surface
current density jðh0; z0Þ and has length 2L, radius rc and thickness w. The insulating
former has length 2L and extends radially outwards from the copper layer to a
radius ro and inwards to a radius ri .
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is the existence of hot spots that occur in regions of high current
density, or equivalently, in regions where the coil windings are clo-
sely spaced (see also, [13]). It is these hot spots that are then tar-
geted in the coil design method proposed subsequently in the
present paper.

Very few design methods in the literature consider the temper-
ature of gradient coils in their optimisation routines. The spacing of
coil windings is targeted directly in the design method of Poole
et al. [14] who manually manipulate matrix elements relating to
a streamfunction differential between adjacent node points in a
boundary element mesh. The result is a redistribution of coil wind-
ings allowing higher efficiency coils for a given wire spacing at the
expense of an increase in coil inductance. Leggett et al. [15] devel-
op an average temperature model for a multi-layer gradient design.
Those authors weight a power constraint in their optimisation rou-
tine according to layer position and this alters the distribution of
windings between layers to enhance cooling.

In the present paper, an optimisation strategy for the current
density is proposed with the aim of obtaining gradient coils with
lower hot spot temperatures. This is a highly non-linear problem
as it involves a maximum temperature constraint (l1-norm) rather
than a quadratic constraint like power, inductance or overall tem-
perature (l2-norm). A functional involving the square of the gradi-
ent of the temperature is calculated and this is minimised using a
relaxed fixed point iteration routine. The resultant current density
solutions show a considerable drop in maximum temperature
when compared to minimum power solutions with equivalent coil
performance parameters.

The following section firstly presents an overview of the spatial
temperature distribution model. In addition, Section 2 contains a de-
tailed description of the optimisation strategy used for minimising
the gradient hot spot temperature. In Section 3, temperature distri-
butions for a minimum power x-gradient coil are compared with re-
sults from implementing the maximum temperature minimisation
routine, for a variety of cases. Finally, some concluding remarks
and a discussion of possible future work are given in Section 4.

2. Minimising hot spot temperature

In this section, a method will be introduced for designing gradi-
ent coil winding patterns with reduced maximum temperatures.
Firstly, the spatial temperature distribution model will be pre-
sented, along with the means for obtaining a minimum power
x-gradient coil. This solution will then be used in an iterative opti-
misation routine for minimising the gradient coil hot spot
temperature.

2.1. Temperature distribution model

The geometry of the problem is displayed in Fig. 1 and involves
a copper sheet of radius rc , length 2L and thickness w, embedded in
an insulating coil former of the same length, extending outwards to
a radius of ro and inwards to a radius of ri. Chu and Rutt [13] pro-
vide a temporal heat equation for the average temperature of this
type of arrangement, which includes Ohmic heating of the copper
layer as a result of current within resistive material, radial conduc-
tion through the insulating former, and radial convective and radi-
ative heat loss to the environment outside the coil system. Here we
extend this heat equation to include the spatial qualities of axial
and azimuthal dissipation of heat via conduction through the cop-
per layer, and a spatial surface current density vector jðh0; z0Þ rather
than some fixed current value. The resultant heat equation for the
temperature difference between the copper layer and the environ-
ment, T� ¼ T � Tenv (K), as a function of position and time, is there-
fore chosen to be:
qdch
@T�

@t
¼ kcr2T� þ qr

w2 j � j� ht

w
T�: ð1Þ

Eq. (1) involves the following material properties of copper: density
qd ¼ 8960 kg=m3, specific heat ch ¼ 385 J=kg=K, thermal conductiv-
ity kc ¼ 401 W=m=K, and resistivity qr ¼ 1:68� 10�8 Xm. The term
on the left-hand side of Eq. (1) represents the rate of change of
internal energy within the coil. The first term on the right-hand side
represents the conductive transfer of heat over the copper layer and
is governed by Fourier’s law (see for example, [16, p. 6] and [17, p.
121]). The second term on the right-hand side of Eq. (1) represents
the Ohmic heating by current density j (A/m). Finally, the last term
is a Newton’s cooling term (see for example, [16, p. 12] and [17, p.
19]) representing the radial heat loss conductively through the for-
mer and convectively and radiatively to the environment. This cool-
ing term involves a total heat transfer coefficient, ht , given by [13]:

ht ¼
Dri

kf
þ rc

rihi

� ��1

þ Dro

kf
þ rc

roho

� ��1

þ hr �i
ri

rc
þ �o

ro

rc

� �
: ð2Þ

Eq. (2) contains the distances Dri ¼ rc � ri and Dro ¼ ro � rc . The ther-
mal conductivity of the epoxy resin former is chosen to be
kf ¼ 0:6 W=m=K (see for example, [13,15]). The emissivities of the in-
ner and outer surfaces are chosen to be �i ¼ �o ¼ 0:9 and the radiative
heat transfer coefficient is set approximately with the value
hr ¼ 7:8 W=m2=K (see [13]). Lastly, the convective heat transfer coef-
ficients of the inner and outer surfaces are given the approximate val-
ues of hi ¼ ho ¼ 10 W=m2=K for convective air cooling, hi ¼ ho ¼
100 W=m2=K for forced air cooling and hi ¼ ho ¼ 1000 W=m2=K for
forced water cooling (see for example, [13]).

Primary interest lies with the spatial temperature distribution
such that the location and extent of hot spots can be predicted.
Therefore the steady-state form of Eq (1) is considered by setting
the right-hand side to zero, and this is rewritten as follows:

r2
2D �

ht

kcw

� �
T�ss ¼

�qr

kcw2 j � j: ð3Þ

Note that an approximate time-dependent solution to Eq. (1), giving
the hot spot temperature as a function of time, can be obtained by
linearising the first term on the right-hand side of Eq. (1) and con-
sidering the maximum current density. This results in an inverse
exponential function of time, similar to the model of Chu and Rutt
[13] for the average coil temperature, and can be used to check that
the steady-state solution to Eq. (3) is reached within the time frame
of a typical scanning scenario.
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Eq. (3) is a 2D screened Poisson equation and can be solved
using Green’s functions; however, it is computationally faster
and more convenient to consider a Fourier series solution to Eq.
(3). In addition, a Fourier series form enables simple calculation
of such functions as rT�, which will be used in the optimisation
routine presented later in this section. The linear nature of Eq.
(3) for the steady-state temperature T�ss (relative to the environ-
ment) allows a general solution to be obtained involving a super-
position of a particular integral type solution, T�ssPI , to Eq. (3) and
a complementary function type solution, T�ssCF , to the homogeneous
form of Eq. (3). That is, the general solution to Eq. (3) is chosen to
be of the form:

T�ssFSðh; zÞ ¼ T�ssPIðh; zÞ þ T�ssCFðh; zÞ: ð4Þ

where
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and
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The expression for T�ssPI (5) contains the coefficients C0n; F0n; Fm0;

Gm0;Cmn;Dmn; Fmn and Gmnðm ¼ 1 : MT ;n ¼ 1 : NTÞ, which can be ob-
tained by substituting Eq. (5) into Eq. (3). For example, we obtain:
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The expression for T�ssCF (6) contains the coefficients J0; P0; Ju;Ku; Pu

and Quðu ¼ 1 : UÞ, which are subject to boundary conditions on
z ¼ �L. These boundary conditions are chosen such as to provide
an accurate match to the Green’s function solution of Eq. (3), and re-
sult in coefficients of the form:
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Expressions for the remaining coefficients are similar but not shown
in interests of space.
2.2. Minimum power gradient coil

A method will be presented shortly for redesigning gradient
coils such that hot spot temperatures are reduced. However, this
non-linear optimisation problem will be solved using an iterative
routine that requires some initial starting guess for the current
density. A standard minimum power current density solution is
an appropriate choice of starting guess and also represents a good
source of comparison for the minimum hot spot coils with regards
to maximum temperature values and coil performance. Therefore
the theory behind the design of minimum power gradient coils,
similar to Forbes and Crozier [7], will be summarised briefly before
details of the hot spot minimisation technique are elucidated.

We wish to obtain a current density solution jðh0; z0Þ (A/m) for
the copper sheet displayed in Fig. 1, such that a linear magnetic
field is induced within the spherical target region of radius c, cen-
tred at the origin, called the diameter spherical volume (DSV). Fou-
rier series are used to describe the axial and azimuthal components
of the current density, which must be divergence free, as well as
the associated streamfunction (see also, [7]):

wðh0; z0Þ ¼
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m¼1

XN
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npðz0 þ LÞ
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� �
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m
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where we have introduced the current density coefficients Amn and
Bmnðm ¼ 1 : M;n ¼ 1 : NÞ, which are to be solved for later. Contours
of wðh0; z0Þ provide appropriate coil winding locations for represent-
ing the current density in a discrete fashion.

Combining the Biot–Savart law (see for example, [18, p. 178]),
Eqs. (10) and (11), and the change of variables b ¼ h0 � h, the fol-
lowing expression can be obtained for the axial component of
the magnetic induction vector at the field point ðr; h; zÞ:

Bzðr; h; zÞ ¼ l0

XM

m¼1

XN

n¼1

Umnðr; zÞ Amn cos mhþ Bmn sin mh½ �; ð12Þ

where
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R3 aða� r cosbÞcosmbcos
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and

R ¼ a2 þ r2 � 2ra cos bþ ðz0 � zÞ2
h i1=2

: ð14Þ

The axial component (12) is of primary interest as it is this compo-
nent in which the gradient field is defined.

Minimising the error between the induced field (12) and some tar-
get field on the surface of the DSV is an ill-posed problem and Tikho-
nov regularisation is used to obtain sensible current density solutions
(see for example, [8, p. 307]). That is, a functional C, of the following
form, is minimised with respect to the current density coefficients:

C ¼ Uþ kPP: ð15Þ

The function U represents the field error between the axial compo-
nent of the magnetic induction vector (12) and the desired target
field on the surface of the DSV:
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U ¼ c
Z c

�c

Z p

�p
BzðrT ; h; zÞ � BTzðrT ; h; zÞ½ �2dhdz; ð16Þ

in which rTðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 � z2
p

. The regularising parameter kP in Eq. (15)
behaves in a similar way to a Lagrange multiplier except that its value
is open for numerical experimentation. Lastly, the penalty function P
is a constraint that must be related quadratically to the current den-
sity and has been chosen in the present work to represent minimum
power due to its intrinsic relationship to coil temperature:

P ¼
Z L

�L

Z p

�p
j � jadh0dz0: ð17Þ

Minimising the residual error, C (15), with respect to the unknown
current density coefficients, results in a system of linear equations
for these coefficients that can be expressed in the following matrix
equation form:

ðAþ kPPÞX ¼ T: ð18Þ

Here matrix A (square) and vector T contain field error conditions
resulting from Eq. (16) of the form:

@U
@Auv

¼ 2pcl2
0

XN

n¼1

Aun

Z c

�c
UunðrT ; zÞUuvðrT ; zÞdz

� 2cl0

Z c

�c

Z p

�p
BTzðrT ; h; zÞUuvðrT ; zÞ cos uhdhdz: ð19Þ

Matrix P contains minimum power conditions resulting from Eq.
(17) of the form:

@P
@Auv

¼ 2pLa
vp
2L

	 
2
þ u

a

	 
2
� �

Auv : ð20Þ

The unknown current density coefficients are stored in vector X (of
length 2MN) and the solution to Eq. (18) can be used to calculate the
current density using Eqs. (10) and (11), the magnetic field using Eq.
(12), and the temperature distribution using Eq. (4). Discrete coil
windings can be obtained by contouring the streamfunction w (9).
Gradient homogeneity d can be calculated using the expression of
Turner [4] combined with a discrete form of the Biot–Savart law
(field error

ffiffiffi
d
p
� 100%). It is also straightforward to calculate other

measures of coil performance such as efficiency g, by taking the ra-
tio of the gradient field strength to the coil current magnitude, and
inductance L (see for example, [9]). Note that it is common to quote
some figure of merit that combines several properties of coil perfor-
mance, such as g2=LðlT=A=m4Þ, which gives a measure that is inde-
pendent of the number of windings [5].

2.3. Applying maximum temperature constraint

As indicated by Eq. (1), the temperature distribution depends
heavily on the power in the coil, or j � j. Therefore, designing a gra-
dient coil by applying a minimum power constraint, as described
above, results in a drop in the overall temperature of the coil. How-
ever, in the present paper we are interested in targeting specifically
the spikes of high temperature in the distribution, or hot spots,
rather than the average temperature. Indeed, to accommodate a
drop in maximum temperature, the average temperature in the
coil is free to rise such that the total energy of the coil remains suf-
ficient to induce an adequately linear gradient field. Ideally, we
would like to minimise a functional of the form of Eq. (15), in
which the minimum power penalty function P is replaced with
some penalty function representing maximum coil temperature
or some smoothing function of the temperature distribution such
as krTk2. However, a linear matrix Eq. (18) is only attainable if
the penalty function P is a quadratic function of current density,
but this is not the case for the quantities maxðT�ssFSÞ and krT�ssFSk

2

considered here.
There are many techniques available for solving non-linear
optimisation problems of this type (see for example, [19]). These
methods typically require some initial starting guess at the solu-
tion and an iterative scheme is applied to obtain the optimum solu-
tion. The initial guess must be sufficiently close to the optimum
solution and the iterative routine must be chosen carefully to guar-
antee convergence. For the present problem, a sensible starting
guess for the current density solution is the minimum power solu-
tion of Eq. (15). For the iterative optimisation routine we consider a
functional of the form:

X ¼ Uþ kPPþ kQK; ð21Þ

which is the same as Eq. (15) but with the extra term involving kQ and
K. This functional X is minimised at each step of a fixed point iteration
scheme in which kQ behaves in a similar way to the regularising
parameter kP , and the second penalty function K relates to some fea-
ture of the coil that penalises the maximum temperature and is calcu-
lated using the current density solution from the previous iteration.
For example, in the first iteration, the current density solution from
solving Eq. (18) is used in the calculation of K in Eq. (21).

The best choice of the penalty function K for minimising the
gradient hot spots is not obvious. For instance, using the
maxðT�ssFSÞ value of the coil might seem reasonable; however, this
retains no other information about the form of the temperature
distribution or the current density and results in poor convergence.
An alternative choice may be to use r2T�ssFS as a smoothing func-
tion; however, on inspection of the steady-state heat Eq. (3) it be-
comes apparent that this amounts to minimising the power and
the average temperature, which does not reduce local hot spots.
One choice of penalty function that has resulted in the greatest
success with this work is to minimise the total square of the gradi-
ent of the temperature distribution, krT�ssFSk

2, over the coil. This
effectively targets the slope at all points in the distribution and re-
sults in a smoothing and lowering of the hot spots. The penalty
function can be calculated in a straightforward manner using the
Fourier series form of Eq. (4). However, the complementary func-
tion type solution, T�ssCF (6), and particular integral type solution,
T�ssPI (5), are considered separately such that difficult cross-terms
are avoided in the derivation:

K ¼ KPI þKCF

¼
Z 3L
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Z 2p

0
rT�ssPI

�� ��2
adh0dz0 þ

Z L

�L
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0
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�� ��2
adh0dz0: ð22Þ

Note that the upper limit of the z0-integral for KPI has been extended
to 3L to take advantage of orthogonal properties in the expression
for T�ssPI (5). Minimising the functional X (21) with respect to the
current density coefficients demands the calculation of
@KPI=@Auv ; @KPI=@Buv ; @KCF=@Auv and @KCF=@Buv . Substituting Eq. (5)
into the first term on the right hand side of Eq. (22) and differenti-
ating with respect to the coefficient Auv yields
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�
; ð23Þ

where, for example, Cmn is given by Eq. (7) and terms such as
@Cmn=@Auv can be obtained from Eq. (7) and equivalent equations.
A similar expression to Eq. (23) is obtained for @KPI=@Buv . The equiv-
alent expressions involving KCF in Eq. (22) are much more compli-
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Fig. 2. The 13 coil windings for the first quadrant of the minimum power coil
obtained by solving Eq. (18) with kP ¼ 10�18. Each winding carries 470 A of current
such that the efficiency is 106 lT/A/m. The field error for a 0.15 m radius,
symmetrically located DSV is

ffiffiffi
d
p
¼ 0:69%. The inductance is L ¼ 216 lH such that

the figure of merit is g2=L ¼ 52:5 lT=A=m4.
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cated and have been left to an Appendix (see Eq. (25)). Note that for
the results in the present paper, expressions such as Eq. (23) have
been calculated exactly. The derivations are quite involved but lead
to fast computation of results. Nevertheless it is possible to calcu-
late, for example, @KPI=@Auv and @KCF=@Auv approximately using fi-
nite differences. This has also been tested and accurate solutions
have been obtained requiring little explicit mathematical deriva-
tion, although at the expense of increased computer run-time.

As mentioned previously, the functional X, given in Eq. (21)
must be minimised with respect to the Fourier coefficients at every
iteration. This is accomplished using a two-step numerical scheme:

ð1Þ Solve : ðAþ kPPÞXi ¼ Tþ kQ Q ðxiÞ; ð24aÞ
ð2Þ Update : xiþ1 ¼ xxi þ ð1�xÞXi: ð24bÞ

Here, vector xiþ1 contains updated current density coefficients and
vector xi contains current density coefficients from the previous
iteration. That is, we solve a linear matrix Eq. (24a) at each iteration
to minimise the functional X in Eq. (21). Iteration (24b) is necessary
due to the non-linear constraint krT�ssFSk

2 in Eq. (22) and this ad-
justs the 2MN vector x of Fourier coefficients, Auv and Buv , at each
step in the routine.

Eq. (24b) is in the form of a relaxed fixed point iteration routine,
with relaxation parameter x. Increasing x improves the stability of
convergence at the expense of a slower rate of convergence. The
matrices A and P and the vector T in Eq. (24a) are the same as those
in Eq. (18). The regularising parameter kP must be fixed at the value
used to obtain the minimum power current density coefficients,
which themselves are used as the initial guess x0 (i ¼ 0).

The vector Q in Eq. (24a) represents the function K (22) mini-
mised with respect to the current density coefficients and hence
contains terms such as those given by Eq. (23) and Eq. (25) in
the Appendix. These terms are calculated using the current density
coefficients obtained in the previous iteration xi. In addition, vector
Q is multiplied by a symmetrising matrix at every step to ensure
that a symmetric current density solution is retained. This sets to
zero the elements of matrix Q that relate to odd n values of the cur-
rent density (see Eqs. (10) and (11)) and is necessary to obtain a
convergent solution with a lower maximum temperature.

Finally, the weighting kQ in Eq. (24a) controls the influence of
the vector Q on the solution at each step. Increasing kQ results in
a lower maxðT�ssFSÞ value; however, this also increases gradient
homogeneity field error and if kQ is too large the iteration scheme
may not converge. This problem can be countered to some extent
by increasing the relaxation parameter x in Eq. (24b) and hence a
careful balance between the parameters x and kQ must be investi-
gated to achieve optimum results. Note that if kQ ¼ 0 and x ¼ 0 in
Eq. (24), then this equation reduces to the minimum power matrix
equation problem of Eq. (18). Therefore, increasing kQ in Eq. (24)
adjusts the solution x from one that satisfies Eq. (18) to one that
minimises krT�ssFSk

2, and introducing x–0 limits the extent to
which this solution x is adjusted at each iteration. Further discus-
sion of x and kQ values and methods to achieve convergence will
be given in Section 3.

Once Eq. (24) has been iterated a sufficient number of times for
adequate convergence, the solution xiþ1 may be used to calculate
several features of the gradient coil. These include the current den-
sity using Eqs. (10) and (11), the magnetic field using Eq. (12) and
the temperature distribution using Eq. (4). Contouring the associ-
ated streamfunction (9) gives the coil winding pattern and also en-
ables calculation of the field error

ffiffiffi
d
p

, the coil efficiency g, and the
inductance L for the discretised system, as described previously. It
is important to compare the values max T�ssFS

� 

;
ffiffiffi
d
p

;g and L for re-
sults obtained using the minimum hot spot temperature method
of solving Eq. (24) to those obtained using the minimum power
constraint alone by solving Eq. (18).
3. Results

In this section, results from implementing the iterative mini-
mum hot spot temperature method, given by Eq. (24), will be dis-
played and discussed for a variety of cases. As described in Section
2, a minimum power current density solution to Eq. (18) will be re-
quired as a starting guess x0 for the numerical scheme in Eq. (24).
In addition, the popularity of minimum power gradient coils dem-
onstrates these to be a worthy source of comparison for the mini-
mum hot spot designs to be presented later in this section.
Therefore, a minimum power gradient coil will be presented firstly
along with several corresponding temperature distributions
assuming different thermal and cooling properties for the gradient
system. These results will then be compared with subsequent re-
sults obtained using the minimum hot spot temperature method.

The chosen geometry for the cylindrical whole-body x-gradient
coil, depicted in Fig. 1, consists of a copper sheet of radius
rc ¼ 0:25 m, length 2L ¼ 1 m and width w ¼ 0:002 m, embedded
in an epoxy former of inner and outer thicknesses, Dri ¼ 0:002 m
and Dro ¼ 0:002 m, respectively. The target field was chosen to
be a 50 mT/m x-gradient field on the surface of a symmetrically lo-
cated DSV of radius c ¼ 0:15 m (see Fig. 1). The program MATLAB™
was used for all calculations, and the series representations in
Eqs. (10) and (11) were taken to M ¼ N ¼ 15 terms and numerical
integration was performed over 20 intervals.

Fig. 2 displays the winding pattern in the first quadrant of the
minimum power gradient coil obtained by solving Eq. (18) with
kP ¼ 10�18. This kP value reduced the condition number from the
order 1023 to 104. The precise locations of the coil windings were
obtained by contouring the streamfunction (9). For 52 coil wind-
ings carrying I ¼ 470 A of current, the gradient homogeneity field
error was found to be

ffiffiffi
d
p
¼ 0:69%, the efficiency 106 lT/A/m and

the inductance 216 lH, such that g2=L ¼ 52:5 lT=A=m4. These are
typical coil performance values for an x-gradient coil of the dimen-
sions described above.

Temperature distributions are plotted as coloured contour plots
using Eq. (4), with numerical integration over 90 intervals and
MT ¼ NT ¼ 30 terms, which takes 13 s to compute on a 2 GHz Intel
Core2 CPU wiht 2 GB of RAM. Copper and epoxy material proper-
ties used in calculating Eq. (4) were given in Section 2. Fig. 3a dis-
plays the temperature distribution assuming forced air cooling at
the inner and outer boundaries (i.e., hi ¼ ho ¼ 100 W=m2=K). Hot
spots are shown to occur near regions of high current density, or
equivalently, where the coil windings are closely spaced.
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Fig. 3. The temperature distribution T�ssFS (4) for the gradient coil depicted in Fig. 2
assuming (a) a copper sheet ðkc ¼ 401 W=m=KÞ and forced air cooling ðhi ¼ ho ¼
100 W=m2=KÞ, (b) a copper sheet ðkc ¼ 401 W=m=KÞ and convective air cooling
ðhi ¼ ho ¼ 10 W=m2=KÞ, (c) heavily insulated coil windings ðkc ¼ 0:6 W=m=KÞ and
forced air cooling ðhi ¼ ho ¼ 100 W=m2=KÞ.
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The maximum hot spot temperature for this example is
max T�ssFS

� 

¼ 51:6 K above ambient temperature. The hot spot tem-

perature as a function of time can be obtained by solving Eq. (1)
approximately as described in Section 2. For this forced air cooled
case the time taken to reach 95% maximum temperature is 71.3 s,
which demonstrates that the steady-state solution of Fig. 3a will
occur over the course of a typical scanning scenario. This result
matches well with the model of Chu and Rutt [13], which was ver-
ified experimentally.
Fig. 3b shows the result when the level of cooling is reduced to
that of convective air alone (i.e., hi ¼ ho ¼ 10 W=m2=K). This leads
to a higher hot spot temperature of max T�ssFS

� 

¼ 156:9 K above

ambient temperature and an elevated overall temperature that is
much more evenly spread out across the copper layer, as expected
with the lower level of cooling due to less heat being removed radi-
ally. The temperature rise-time is approximately three times long-
er for the convective air cooled coil; nevertheless, these hot spot
values demonstrate the importance of adequate cooling within
the coil system. Note that for forced water cooling (i.e.,
hi ¼ ho ¼ 1000 W=m2=K) the hot spot temperature is reduced
greatly to 22.9 K above ambient temperature.

A third example is shown in Fig. 3c for a forced air cooled coil (i.e.,
hi ¼ ho ¼ 100 W=m2=K) but with different assumed thermal proper-
ties for the copper layer. That is, in many coils it is normal to cut dis-
tinct copper wires and fix them with epoxy resin within the former,
rather than have a single complete copper sheet. This regime will
lead to a much higher level of insulation and an upper bound for this
effect is to set the thermal conductivity of the copper equal to that of
the epoxy, ie kc ¼ 0:6 W=m=K. As shown in Fig. 3c, this results in
much more distinct hot spots, as a result of the slower axial and azi-
muthal transfer of heat in this heavily insulated case, and an elevated
maximum temperature of max T�ssFS

� 

¼ 91:8 K. In reality, the tem-

perature distribution for a forced air cooled coil is likely to lie some-
where between that shown in Fig. 3a and that shown in Fig. 3c.

With the aim of reducing the hot spot temperature, an x-gradient
coil was designed by solving the relaxed fixed point iteration scheme
described by Eq. (24). The minimum power solution, depicted in
Fig. 2, is used as a starting guess x0 for evaluating vector Q in Eq.
(24a). This requires the calculation of terms such as those in Eqs.
(23) and (25) in the Appendix, or alternatively Q can be obtained
approximately using a finite differencing scheme as described in
Section 2. The Q vector is symmetrised by setting to zero elements
corresponding to odd n terms of the current density components, gi-
ven in Eqs. (10) and (11), such that sensible coil winding solutions
are retained and the hot spot temperature decreases.

Care must be taken in selecting the weighting kQ and the relaxa-
tion parameterx in Eq. (24), and the non-linear optimisation routine
must be iterated and tested for convergence. A great number of com-
binations of kQ andxvalues were trialled. As mentioned in Section 2,
increasing kQ results in a greater decrease in max T�ssFS

� 

; however, if

kQ is too large the routine will not converge. It is possible to over-
come this problem in some cases by increasing the value of the relax-
ation parameter x, which improves the stability of convergence.
However, this also results in a slower rate of convergence and tends
to elevate the final max T�ssFS

� 

value. In addition, these values also af-

fect the field error
ffiffiffi
d
p

, efficiency g and inductance L and so a careful
selection of kQ and x must be made.

Note that an alternative means of considering a high kQ value is
to use a process called parameter homotopy. This involves a multi-
step routine whereby Eq. (24) is iterated several times using a low
kQ value to obtain a convergent solution for x. This solution is then
used as the initial guess in Eq. (24) using a higher kQ value and the
process is repeated until the desired kQ is reached. This technique
is successful in improving convergence as the solution x is adjusted
by only a small amount with each successive increase in kQ .

Nevertheless, for the results presented in this paper, conver-
gence was achieved by selecting a suitable x value for a given kQ

value and fixing these parameters when iterating Eq. (24). This typ-
ically required x to be in the range 0:6 < x < 0:95 and kQ to be of
the order 10�14 � 10�16 and negative. Alternatively, an over-re-
laxed regime could be considered in which, for example, x ¼ 1:2
or x ¼ 1:4 (i.e., x > 1). For these cases, kQ must be positive for
Eq. (24) to converge; however, over-relaxed fixed point iteration
was found to be highly sensitive to x and kQ values and superior
convergence and results were obtained for x < 1 and negative kQ .



Table 1
Convergence of minimum hot spot temperature method, Eq. (24), for copper sheet
ðkc ¼ 401 W=m=KÞ with forced air cooling ðhi ¼ ho ¼ 100 W=m2=KÞ and the optimi-
sation parameters kQ ¼ �5� 10�15 and x ¼ 0:8.

Max T�ssFS

� 

ðKÞ Normðxiþ1 � xiÞ

x0 51.6 —
x1 44.7 3:1� 102

x2 41.3 7:5� 101

x3 40.6 3:9� 101

x4 40.1 2:2� 101

x5 39.8 1:5� 101

x6 39.6 1:0� 101

x7 39.5 7:2� 100

x8 39.4 5:2� 100
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Fig. 5. The temperature distribution T�ssFS (4) for the gradient coil depicted in Fig. 4
assuming a copper sheet ðkc ¼ 401 W=m=KÞ and forced air cooling
ðhi ¼ ho ¼ 100 W=m2=KÞ. Comparing to Fig. 3a we note that the hot spots are more
spread out and at a lower maximum of max T�ssFS

� 

¼ 39:4 K above ambient

temperature.
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Table 1 demonstrates the drop in maxðT�ssFSÞ value over 8 itera-
tions of Eq. (24) withkQ ¼ �5� 10�15 andx ¼ 0:8, for a copper sheet
gradient coil ðkc ¼ 401 W=m=KÞ with forced air cooling ðhi ¼ ho ¼
100 W=m2=KÞ. We observe a 13.3% drop in the hot spot temperature
relative to the environment in the first iteration alone and in total a
23.6% drop after 8 iterations to give max T�ssFS

� 

¼ 39:4 K. The column

normðxiþ1 � xiÞ of Table 1 demonstrates the convergence of the cur-
rent density solution for this example.

Fig. 4 shows the coil windings in one quadrant of the coil for the
current density solution obtained after 8 iterations of Eq. (24) with
the parameters described above. Comparing Fig. 4 to that for the
minimum power coil of Fig. 2, we note a spreading of the windings
in the denser regions of the coil and a squaring off of coil windings
in other regions to accommodate this redistribution. The corre-
sponding temperature distribution is shown in Fig. 5 which dis-
plays a much greater spreading of the hot spots, at the lower
maximum temperature of max T�ssFS

� 

¼ 39:4 K above ambient,

when compared to Fig. 3a for the minimum power coil.
The results shown in Fig. 5 demonstrate a very considerable

improvement in hot spot temperature. However, this improvement
does come at the cost of an increase in field error

ffiffiffi
d
p
¼ 0:86% and

inductance L ¼ 220 lH. Nevertheless the windings require a lower
coil current I ¼ 455 A, leading to an improved efficiency of
g ¼ 110 lT=A=m and hence a higher coil performance figure of merit
g2=L ¼ 55:0 lT=A=m4, when compared to the minimum power coil of
Fig. 2. Results for this minimum hot spot temperature solution, and
those for subsequent examples, have been summarised in Table 2.
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Fig. 4. The 13 coil windings obtained in the first quadrant of the minimum hot spot
temperature coil after 8 iterations of Eq. (24) with kQ ¼ �5� 10�15;x ¼ 0:8, and
setting kc ¼ 401 W=m=K and hi ¼ ho ¼ 100 W=m2=K (forced air cooling) in con-
structing vector Q. Each winding carries 455 A of current such that the efficiency is
110 lT/A/m. The field error for a 0.15 m radius, symmetrically located DSV isffiffiffi

d
p
¼ 0:86%. The inductance is L ¼ 220 lH such that the figure of merit is

g2=L ¼ 55:0 lT=A=m4.
It is important to compare the drop in maximum temperature
obtained through the use of Eq. (24), and the corresponding cur-
rent density solution, with that obtained by increasing kP in the
minimum power linear optimisation problem of Eq. (18). For a reg-
ularising parameter approximately equal to kP ¼ 3:7� 10�18, we
get a current density solution with the same maximum tempera-
ture as the minimum hot spot solution, that is max T�ssFS

� 

¼

39:4 K. However, the corresponding field error is much greater atffiffiffi
d
p
¼ 1:21%, compared to

ffiffiffi
d
p
¼ 0:86% for the minimum hot spot

coil. The coil performance, on the other hand, is found to be supe-
rior for the minimum power result with a figure of merit
g2=L ¼ 59:5 lT=A=m4. Nevertheless, this increase in coil perfor-
mance is most likely associated with the increase in field error.
Therefore an alternative comparison must be made involving the
field error of solutions obtained using the two optimisation
methods.

For a regularising parameter approximately equal to
kP ¼ 1:7� 10�18, we get a current density solution from Eq. (18)
with the same field error as the minimum hot spot solution of
Fig. 4, that is

ffiffiffi
d
p
¼ 0:86%. This is also found to have the same coil

performance figure of merit g2=L ¼ 55:0 lT=A=m4. However,
whereas the minimum hot spot method yields a gradient coil with
a maximum temperature of maxðT�ssFSÞ ¼ 39:4 K, the minimum
power method yields a coil with maxðT�ssFSÞ ¼ 46:8 K (see Table
2). That is, for an equivalent field error and coil performance, use
Table 2
Example results for hot spot temperature minimisation for different thermal and
cooling properties. Results for equivalent minimum power cases (by field error) are
given in square parentheses.

Case 1 Case 2 Case 3a

kc ðW=m=KÞ 401 401 0.6
hi ¼ ho ðW=m2=KÞ 100 10 100
kQ �5� 10�15 �2� 10�15 �5� 10�15

x 0.8 0.8 0.8
Max T�ssFS

� 

ðKÞ 39.4 [46.8] 122.8 [136.6] 64.6 [81.6]ffiffiffi

d
p

(%) 0.86 [0.86] 0.97 [0.97] 0.86 [0.86]

I (A) 455 437 455
g (lT/A/m) 110 114 110
L (lH) 220 230 220
g2=L (lT/A/m4) 55.0 [55.0] 57.0 [56.6] 55.0 [55.0]

a Case 3 temperature results have been calculated using the current density from
Case 1, rather than recalculating vector Q.
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Fig. 6. The 13 coil windings obtained in the first quadrant of the minimum hot spot
temperature coil after 8 iterations of Eq. (24) with kQ ¼ �2� 10�15;x ¼ 0:8, and
setting kc ¼ 401 W=m=K and hi ¼ ho ¼ 10 W=m2=K (convective air cooling) in
constructing vector Q. Each winding carries 437 A of current such that the efficiency
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d
p
¼ 0:97%. The inductance is L ¼ 230 lH such that the figure of merit is

g2=L ¼ 57:0 lT=A=m4.
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Fig. 7. The temperature distribution T�ssFS (4) for the gradient coil depicted in Fig. 6
assuming a copper sheet ðkc ¼ 401 W=m=KÞ and convective air cooling ðhi ¼ ho ¼
10 W=m2=KÞ. Comparing to Fig. 3b we note that the hot spots are more spread out
and at a lower maximum of max T�ssFS
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¼ 122:8 K above ambient temperature.
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Fig. 8. The temperature distribution T�ssFS (4) for the gradient coil depicted in Fig. 4
assuming heavily insulated coil windings ðkc ¼ 0:6 W=m=KÞ and forced air cooling
ðhi ¼ ho ¼ 100 W=m2=KÞ. Comparing to Fig. 3c we note that the hot spots are
considerably more spread out and at a lower maximum of max T�ssFS

� 

¼ 64:6 K

above ambient temperature.
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of the minimum hot spot method (24), for this example, results in a
maximum temperature relative to the environment that is 15.8%
lower than that obtained by using the minimum power method
(18).

We can use Eq. (24) to design a coil with reduced hot spot tem-
perature for the case of convective air cooling by setting hi ¼ ho ¼
10 W=m2=K when evaluating vector Q. Of course, it is possible to
evaluate the temperature distribution for the coil windings in
Fig. 4 assuming convective air cooling rather than forced air cool-
ing and a drop in hot spot temperature will be observed. Neverthe-
less, modifying vector Q and repeating the iterations yields a
superior result for this case. Fig. 6 displays the coil winding solu-
tion after 8 iterations with kQ ¼ �2� 10�15 and x ¼ 0:8, which is
clearly similar to that shown in Fig. 4. That is, there are less dense
regions of current density and a slight squaring off of coil windings
when compared to the original minimum power result of Fig. 2.
The corresponding temperature distribution is shown in Fig. 7 in
which we again observe considerable spreading out of the
hot spot over a greater area of the coil at a much lower tempera-
ture max T�ssFS

� 

¼ 122:8 K

� 

, when compared to the original tem-

perature distribution for convective air cooling of Fig. 3b
max T�ssFS

� 

¼ 156:9 K

� 

.

For the convective air cooling result of Fig. 6 the hot spot tem-
perature is 122.8 K above ambient, the field error is 0.97% and the
coil performance figure of merit is 57.0 lT/A/m4 (see Table 2). A
minimum power current density with the same field error can be
obtained by solving Eq. (18) with kP ¼ 2:2� 10�18. This minimum
power result is actually found to have a slightly inferior coil perfor-
mance of 56.6 lT/A/m4 and a much higher maximum temperature
value of 136.6 K. This is a very considerable result and demon-
strates the great utility of the minimum hot spot temperature opti-
misation method of Eq. (24).

As a final example we may again consider the more heavily insu-
lated case of setting kc ¼ 0:6 W=m=K. For this example, recalculating
Q and iterating Eq. (24) leads to an inferior result to just computing
the temperature distribution for the coil windings in Fig. 4 with
kc ¼ 0:6 W=m=K instead of kc ¼ 401 W=m=K. This is likely due to
the term ht=kcw in Eqs. (23) and (25) becoming too large and swamp-
ing those terms depending on the current density modes m and n,
which subsequently hampers the optimisation routine. Fig. 8 dis-
plays the temperature distribution for the coil windings in Fig. 4
but with kc ¼ 0:6 W=m=K and shows a considerable smearing of
the hot spot near the coil end, with a lower maximum temperature,
when compared to Fig. 3c for the original coil of Fig. 2. The maximum
temperature value for this example is found to be greatly reduced to
64.6 K above ambient temperature (29.6% improvement), whereas
the equivalent minimum power coil has a maximum temperature
of 81.6 K. That is, the minimum hot spot result for this heavily insu-
lated case has a maximum temperature value that is 20.9% less than
that of a minimum power coil with the same

ffiffiffi
d
p

andg2=L values. This
represents a vast improvement in hot spot temperature at no cost to
coil performance. Note that for the true case of discrete coil windings
embedded in the coil former, it is reasonable to expect a result that
lies somewhere between the copper sheet case depicted in Fig. 5
and the heavily insulated case in Fig. 8.
4. Conclusion

A model has been presented for calculating the spatial temper-
ature distribution of gradient coils and then redesigning these coils
to have improved temperature distributions and lower hot spot
temperatures when compared to standard minimum power de-
signs. The temperature distribution model includes Ohmic heating
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by a current density, conduction through a copper layer and insu-
lating former, and convection and radiation to a cooled environ-
ment. Maximum temperature corresponds to a non-linear
constraint and this was represented by the total square of the gra-
dient of the temperature over the coil and minimised using a re-
laxed fixed point iteration scheme. Minimum power coil
windings were used as an initial guess in the optimisation routine
and were altered with each iteration yielding a winding pattern
with greater coil spacing, a more spread out temperature distribu-
tion and lower maximum temperature.

The method was applied to the design of a number of gradient
coils assuming different cooling mechanisms and thermal proper-
ties within the coil system. For all examples considered, coil wind-
ing solutions were obtained that displayed considerably lower hot
spot temperatures when compared to standard minimum power
gradient coils with equivalent gradient homogeneity field error
and coil performance parameters of efficiency and inductance. That
is, maximum coil temperature was reduced, in some cases by over
20% relative to ambient temperature, at no cost to field error or coil
performance using the optimisation method presented in this
paper.

The non-linear temperature constraint can be calculated exactly
with some derivation or approximately using a simple finite differ-
encing scheme. The optimisation method is semi-analytic in nat-
ure, straightforward to construct and takes the order of minutes
to run on a standard desktop computer. In addition, non-linear
constraints other than maximum temperature may be included
easily in the optimisation routine presented in this paper, and
the method is adaptable to other coil geometries.

The combined temperature distribution model and hot spot
minimisation method provide a great utility in examining the tem-
perature profile of gradient coils prior to construction and offering
a means of adjusting the locations of coil windings to reduce hot
spot temperature considerably. In future work, the model may be
applied to asymmetric gradient coils which contain troublesome
dense regions of coil windings and higher hot spot temperatures.
In addition, an optimisation method may be devised for the precise
location of cooling pipes within the gradient system.

Appendix A

Minimising Eq. (22) with respect to the current density coeffi-
cients, demands calculation of @KCF=@Auv and @KCF=@Buv . Substitut-
ing Eq. (6) into the second term on the right-hand side of Eq. (22)
and differentiating with respect to the coefficient Auv yields:
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where, for example, Pm is given by Eq. (8), terms such as @Pm=@Fmn

can be obtained from Eq. (8) and equivalent equations, and terms
such as @Fmn=@Auv can be obtained from equations similar to
Eq. (7). A similar expression to Eq. (25) is obtained for @KCF=@Buv .
Note that, as mentioned in Section 2, it is possible to obtain
@KCF=@Auv and @KCF=@Buv approximately using finite differencing
at the expense of extended computer run-time.
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